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“[I]t is so difficult to draw a clear line of separation between the abuse
and the wholesome use . . . of the press, that as yet we have found it better
to trust the public judgment, rather than the magistrate, with the
discrimination between truth & falsehood. And hitherto the public judgment
has performed that office with wonderful correctness.”

—Thomas Jefferson1

I. INTRODUCTION: THE RISE OF FAKE NEWS IN THE ERA OF SOCIAL MEDIA

“Rogue Amazon Drone Attempts To Deliver BOMB To White House.”2
“Pink water comes from taps in Canada town.”3 “Clinton Campaign
Chairman . . . Involved in Satanic [Rituals].”4 Certainly, headlines like these
can’t be true. Can they?
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In the era of “Fake News,” readers often do not know what to believe. Around the globe, fake news has had real-world impact; for example, in early 2017, protestors gathered outside the White House in Washington, D.C. demanding the American government investigate an unfounded Internet rumor. The same rumor, which claimed the existence of a child-sex ring in a local pizza parlor and connected high-level Democratic political figures, including Hillary Clinton, led an armed North Carolina man to storm the Comet Ping Pong Pizzeria in December 2016, in an insane quest for evidence of child sex abuse. Now known as “Pizzagate,” the rumor stemmed from articles boasting fake information about the Clinton campaign and the D.C. pizza joint. When alt-right political pundits, such as Infowars founder Alex Jones, caught wind of the story, it went viral and led to the incident that occurred during the December 2016 and the 2017 protests. Despite an apology from Jones for his role in spreading the now-proven-false rumor, protestors still gathered in the American capital insisting that the story was legitimate.

Given the interconnectedness of our Global Village, fake news has the ability to spread quickly and have lasting impact. During recent elections in France, fake news caught the attention of voters and candidates alike, with President Emmanuel Macron vowing to take action. Macron isn’t alone; noting the potential impact of fake news, numerous world leaders have voiced their concerns, including the UK’s Theresa May, Germany’s Angela Merkel, and Israel’s Benjamin Netanyahu. United States President Donald Trump repeatedly lashes out at what he has dubbed the “fake news media.”

---
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But what is the answer to combatting the spread of misinformation? And who should decide whether something is truthful?

To begin, it is important to understand the origins of fake news itself, including its motivations. Many commenters have suggested that social media has led to the rise of the Fake News movement. However, such a view ignores much of fake news’ history. A 2017 article in Politico Magazine traces the roots of fake news back to Gutenberg’s invention of the printing press, relaying fictitious stories of Jews drinking the blood of Christian children in the late 1400s. In fact, history has given a name to the various types of fake news for centuries. As newspapers grew in popularity, so did the circulation and platform for fake news. Examples of similar fake news movements were seen in Italy in 1522 and in seventeenth-century France. Still, it has continually been the audience’s job to decipher truth from hyperbole. As Robert Darnton noted: “Although news of this sort could whip up public opinion, sophisticates knew better than to take it literally. Most of it was fake, sometimes openly so. A footnote to a scandalous item in Le Gazetier cuirasse read: ‘Half of this article is true.’ It was up to the reader to decide which half.”

In his article for The Economist, Tom Standage relays the story of how the New York Sun’s circulation more than doubled after it printed the story of a renowned British astronomer having witnessed “giant man-bats.” The deception, concocted by the editor, ensured the increase in readership and as a result, revenue as well. To this day, economic motivation is one of the chief drivers of the creation of fake news. The BBC recently published the story of a Macedonian teen who earned 1800 Euros off fake news content the first
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month he started producing it. The young entrepreneur shared tales of friends making thousands per day creating and sharing fake news.

A second primary motivation behind the creation and sharing of fake news can be found in the actions of Pietro Aretino, whose goal was to peddle influence. Like the InfoWars story on “Pizzagate,” Arentino’s pasquinades were designed to affect the outcome of an election. It is this motivation—more than a publisher’s desire for economic prosperity – that is driving the world’s leaders and influential players to propose the regulation of fake news. This desire to upend political and social stability around the world surely calls into question the role of fake news in a democratic society.

Thus, there has never truly been a shortage of false information. Whether it is to impact politics—in sixteenth-century Italy or twenty-first-century America—or to make money—by Yellow Journalists Hearst and Pulitzer in the 1890s or 2017’s Macedonian teenagers, fake news has been a constant companion to truthful information in our society. But history—along with Thomas Jefferson’s writings—suggests that the public has readily discerned the truth despite an onslaught of falsities. What has changed, then, in our modern era that inhibits our ability to distinguish between fact and fiction? And, furthermore, what can be done about it?

This Article examines recent legal and regulatory actions aimed at stemming the tide of fake news around the world. It argues that government regulation of fake news runs contrary to the principles of freedom of expression enshrined within democratic values. As an alternative, it encourages regulation from within the industry in combination with a greater emphasis on media literacy around the world.

II. GLOBAL ATTEMPTS TO REGULATE FAKE NEWS

As the tide of anger-inspiring websites continues to churn out false reports en masse, sending shockwaves through the Internet, political leaders around the globe are debating the development of policies and practices aimed at curbing the spread of sensationalist and often made-up “fake news” stories that are influencing their citizens.
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Countries have adopted various approaches in the battle against what some have called the “fake news epidemic,” all of which tend to fall into three main categories. Under the first approach, a number of countries are calling for, or funding, private sector initiatives to more carefully scrutinize content on the Internet. Similarly, other nations have developed initiatives that authorize government agencies to scrutinize and report fake news content. Finally, some countries have opted to regulate fake news through legislative means by enacting or enforcing laws that impose fines or jail time on parties who are responsible for the creation or dissemination of fake news.

Although the focus of this Article centers on the legislative means of regulating fake news, often the most extreme and controversial approach, the other two approaches must also be addressed. Not surprisingly, all three regulatory schemes have been met with resistance from law professors, civil society, and others’ concerns about the impact of such a crackdown on freedom of expression.26

A. Private Sector Efforts

The most prominent private sector attempts at regulation have come from social media platforms—i.e., Ground Zero for the spread of fake news today. U.S. companies Facebook and Twitter have garnered the most headlines for their attempts to regulate fake news content on their sites.27 With more than two billion monthly active users,28 Facebook, along with many other social media platforms, has changed how the public consumes information—including fake news and other content.29 Through a combination of careless news consumption and the remarkable speed of post sharing, social media’s low cost and wide reach provides an unbeatable platform for the spread of fake news. As a result, Americans witnessed the manipulation of public opinion through the dissemination of fake news via

28 As of the third quarter of 2017.
social media during the 2016 U.S. Presidential election. One example was the widespread circulation of an article from the fake website denverguardian.com with the headline, “FBI agent suspected in Hillary email leaks found dead in apparent murder-suicide.” Facebook, one of the world’s largest companies by market capitalization, eventually joined the fight against fake news after its platform drew significant scrutiny even though founder Mark Zuckerberg initially rebuffed claims that his company must take responsibility for the site’s content.

Since the United States election, Facebook has experimented with multiple approaches to combat fake news, with most efforts ultimately having little impact. Zuckerberg’s company took action shortly after allegations arose linking the spread of fake news on Facebook with the outcome of the presidential election. Kicking off a series of initiatives, Facebook targeted 30,000 fake accounts in the lead-up to the French election in an effort to debunk false claims. It ran full-page ads in French newspapers, offering guidance to French voters on spotting fake news the weeks preceding the election.

Other efforts by Facebook were greeted with more critical responses, including efforts aimed at helping users identify fake content on its own platform. Facebook experimented with various methods of promoting
content created by fact-checking organizations and groups who followed the
principles outlined by the International Fact Checking Network, including
giving these stories special placement in its News Feed.\textsuperscript{36} Another initiative
was aimed at optimizing algorithms to promote comments containing the
word “fake” to prominent positions under the Shared News feature.\textsuperscript{37} Other
changes included providing publisher information to the users,\textsuperscript{38} and
employing “trust indicators,” which were used by more than 75 news
organizations to display an icon showing how a story was reported and the
credentials of the reporters.\textsuperscript{39}

But the “Disputed” flag was perhaps the most controversial of
Facebook’s changes. Designed to flag certain stories identified as fake and
provide users with links to articles giving additional facts or context to
explain why the original article was questionable, the “Disputed” flag drew
significant criticism.\textsuperscript{40} In December 2017, Facebook announced it was
ending the program.\textsuperscript{41} Rather than encouraging media literacy and critical
consumption, data suggests the program suffered from a number of
shortcomings. The process of tagging articles was time-consuming, resulting
in the continued sharing of many fictitious articles before they were properly
tagged.\textsuperscript{42} In some instances, properly tagged fake news articles went viral as
a reaction to the perception that Facebook was attempting to silence certain
groups or views.\textsuperscript{43} Concerns also arose about Facebook’s potential bias, with
some claiming the social media platform was targeting stories that did not
agree with certain ideologies. In one instance, Facebook was accused of
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ignoring fake news that had an anti-abortion slant.\textsuperscript{44} Further, the “Disputed” flags were appended to individual articles, which failed to prevent users from spreading other versions of the same fake news article.\textsuperscript{45}

Even after a “Disputed” flag was placed on a story, there was no guarantee that readers would take the time to look for truthful information. A 2016 study conducted by Yale University showed that news tagging on social media does not correct misinformation conveyed by fake news headlines or the temper impact that such misinformation has on readers.\textsuperscript{46} Despite some of these best efforts, the task of reducing fake news through social media has proved to be a difficult—arguably unwinnable—task. As Facebook itself concluded, there is no “silver bullet” approach to fake news.\textsuperscript{47}

In response to concerns about fake news, Twitter—along with Facebook and Google—announced in November 2017 it would employ “trust indicators” to assist users in evaluating content on its site.\textsuperscript{48} However, it provided no additional information beyond the generic agreement to participate. Even the Trust Project’s own website failed to mention Twitter’s subsequent involvement, noting that 10 sites—none of which include major social media platforms—have displayed and tested the “Trust indicators.”\textsuperscript{49}

Private sector organizations and individuals, like the International Fact Checking Network, have also stepped up to voluntarily participate in the battle against fake news. In Ukraine, a group of lecturers, graduates and students from Kyiv’s Mohyla Journalism School operate the highly respected Stopfake.org, a fact-checking website focused on denouncing dubious claims made by Russian-backed media organizations.\textsuperscript{50} These include false claims
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that the Ukrainian government is run by neo-Nazis, for example. Elsewhere, websites such as Snopes.com—perhaps the web’s premier fact-checking site—have continued to debunk rumors and other misinformation circulating on the Internet.\(^{51}\) Snopes certainly is not alone; The Tampa Bay Times operates Politifact, and the Annenberg Public Policy Center at the University of Pennsylvania runs FactCheck.org. Launched in September 2015, the Poynter Institute’s International Fact Checking Network takes the form of a coalition, enlisting the help of fact checkers worldwide.\(^{52}\)

Ultimately, though, it seems these piece-meal, private efforts are no match for the large-scale fake news industry well-versed in taking advantage of the speed and reach of social media.

B. Non-Legislative Efforts by Governments

In addition to private-sector efforts to stem the tide of fake news, many European countries are taking more official actions. Often aimed at concerns about the political impact of fake news, these efforts have taken two primary forms: legislative and non-legislative mandates. Non-legislative mandates, the topic of this section, include government initiatives that use the coercive powers of the state—absent the legislative deliberative process—to police the creation and spread of fake news.

Several governments have created special units within their auspices that are designed to investigate fake news. Often, these agencies are intended to address the undue influence posed by fictitious content in the months and weeks leading up to election cycles.\(^{53}\) One of the most influential efforts started in the Czech Republic, where officials expressed concerned about potential interference with the 2017 parliamentary and presidential elections.\(^{54}\) There, the “alternative news business” has thrived, with populist-inspired sites working to stir general discontent among voters.\(^{55}\) “It seems to me that the overall effort is more to foment mistrust in institutions, in traditional parties, in sort of traditional institutional sources of authority. It doesn’t seem to me that there would be a unified or orchestrated effort
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[among the sites] to support this or that political party or movement.”

Nonetheless, political leaders openly expressed concern. In response to concerns raised in a national security audit, the Interior Minister established the Centrum Proti Terorismu a Hybridnim Hrozbam (Centre Against Terrorism and Hybrid Threats), which began operations in early 2017. Interestingly, the government asserts it was not created as a law enforcement agency or intelligence service. Instead, its stated mission is to “inform about serious cases of disinformation and . . . provide expert opinions for the public and government institutions.”

Finland announced plans in early 2017 to build a similar center, in partnership with nine EU countries, including the United States and NATO. The European Centre of Excellence for Countering Hybrid Threats, was designed to unify efforts to fight disinformation and fake news by consolidating expertise and resources. Like the Czech Republic, many of the countries involved “have been particularly concerned over what they say are Russia’s aggressive disinformation campaigns and systematic spreading of false news on their countries.” Envisioned more as a strategic hub to centralize efforts to combat fake news and cyber hacks, the center’s mission does not formally include law enforcement or surveillance mandates.
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Although the center officially launched operations in September 2017 with three additional countries participating, few accounts of its efforts or successes have been publicized.

C. Legislative Efforts by Governments

The third—and arguably most troubling—approach to the regulation of fake news involves legislative efforts by governments around the world. Throughout Europe and Asia, governments have enacted or begun to enforce laws penalizing—and often criminalizing—the creation and distribution of fake news. The legislative proposals, some of which have recently taken effect as law, have drawn harsh criticism from attorneys, legal scholars and other civil society groups because of the chilling effect they are likely to have on freedom of expression.

Germany’s enactment of a law aimed at penalizing social media platforms who fail to stop the spread of fake news has garnered significant attention worldwide. The law, titled Netzwerkdurchsetzungsgesetz and known as NetzDG, was passed in 2017, and Germany began enforcing it January 1, 2018. The law authorizes fines of up to 50 million Euros against social media platforms who fail to remove “obviously illegal” content, including hate speech and fake news within 24 hours of being notified. Content that is not obviously illegal must be removed within 7 days of notification. Additionally, individuals responsible for removing content could be held liable for up to five million Euros in penalties under the new regime. Although the law was designed to target Facebook, Twitter and YouTube, it could also impact Reddit, Tumblr, Vimeo, Flickr and Russian platform VK, all of which are popular in Germany. Companies will be
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required to publish biannual reports outlining reported complaints and their resolution.\textsuperscript{70}

Although Germany’s new law is by far the “boldest step” taken by a Western democracy, other countries, such as the Philippines, Ireland and France, have undertaken similar legislative moves. In June 2017, Filipino senator Joel Villanueva filed a bill aimed at curtailing fake news.\textsuperscript{71} The bill titled “Penalizing Malicious Distribution of False News and Other Related Violations” cites the German law in support of the effort in the Philippines. The act defines fake news as content that would intend “to cause panic, division, chaos, violence, and hate, or those which exhibit a propaganda to blacken or discredit one’s reputation.”\textsuperscript{72} The bill established penalties of 5 million Pesos (approximately $100,000USD) and up to 5 years in prison for private citizens while fines and jail sentences for public officials found guilty are increased two-fold.\textsuperscript{73} Media platforms would face up to 20 million Peso fines or 10 years in prison for failing to remove fake news.\textsuperscript{74} In a surprising announcement, Philippine President Rodrigo Duterte condemned the proposed law, saying the measure amounted to censorship.\textsuperscript{75} Duerte objected to fake news laws citing that they violate the freedom of expression.

French President Emmanuel Macron became the latest Western leader to take on fake news when he called for additional regulation. French politicians, like those in many European countries, have expressed concern about political manipulation through fake news or advertisement on social media. During Macron’s new year speech to journalists, he promised a new law to impose tougher rules on social media companies and place limits on political ads in an effort to limit undue political influence.\textsuperscript{76} Short on specifics, Macron emphasized the need for transparency in sources of
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apparent news content.\textsuperscript{77} He also expressed support for placing limits on the amount spent on political ads during elections.\textsuperscript{78} Macron emphasized the need to protect democracy:

“Thousands of propaganda accounts on social networks are spreading all over the world, in all languages, lies invented to tarnish political officials, personalities, public figures, journalists. If we want to protect liberal democracies, we must have strong legislation.”\textsuperscript{79} He went further in addressing the impetus for his proposed change, citing “destabilization attempts by television channels controlled or influenced by foreign states.”\textsuperscript{80} Initially, however, it seemed his proposal would be more limited in scope than Germany’s sweeping law. As a candidate, Macron who was affected by fake news during the election cycle, so it should not be surprising that he emphasizes the time period leading up to voting.\textsuperscript{81} One of the boldest measures he proposed included “an emergency legal action,” which would allow authorities to remove fake news content or even block a website from publishing during election seasons. Macron’s plan quickly received critical responses, including from opposition leader Marine Le Pen who questioned: “Who will decide if a piece of news is fake? Judges? The government?”\textsuperscript{82}

Just a month earlier, the Irish Republican Party, known as Fianna Fáil, introduced a groundbreaking bill to regulate fake news in Ireland’s parliament, known as the Dáil.\textsuperscript{83} It introduced the bill despite earlier warnings from the country’s information minister that there was no legal way to restrict fake news.\textsuperscript{84} The bill targets individuals who use bots to spread false political information via social media, declaring the act punishable by five years in prison or fines of up to 10,000EUR.\textsuperscript{85} The “Online Advertising and Social
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Media (Transparency) Bill 2017,” outlaws the use of bots to create 25 or more online presences in an attempt to sway political debate.\textsuperscript{86} In addition, to increase transparency, the bill mandates the identification of publishers and sponsors of political advertising online.\textsuperscript{87}

The bill was proposed based on concerns of the use of bots to spread fake news—similar to incidents surrounding Brexit and the 2016 U.S. presidential election—could impact the Irish political climate.\textsuperscript{88} Although Fianna Fáil and James Lawless, who authored the bill, acknowledge that Irish politics have not been heavily affected by fake news, he cautioned that Ireland should be aware of the “new form of hybrid information warfare which is underway on social media.”\textsuperscript{89}

Ireland is not the only country whose battle against fake news has been justified on the basis of transparency in political advertising. Fianna Fáil’s proposal in Ireland largely mirrored the Honest Ads Act, a bill aimed to increase transparency in online political advertising in the United States. Similar versions of the bill, with bipartisan support, were introduced in both houses of Congress in October 2017. The proposed law would apply to any site with at least 50 million unique monthly visitors in the previous 12 months.\textsuperscript{90} As a result, it would primarily impact Facebook and Twitter, though they are not named in the bill. The Honest Ads Act would require companies to keep copies of political ads and make them publicly available as well as maintain records of media buyers and rates charged for ads for no less than four years.\textsuperscript{91} It would apply to anyone who spends $500 or more on political ads. Like the Irish bill and other attempts to regulate fake news, the Honest Ads Act was introduced in response to Facebook’s Russia-linked ads scandal, where millions of Americans saw politically divisive Russian-
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purchased ads on Facebook. Unlike the Irish proposal, the Honest Ads Act does not contain criminal penalties.

Aside from the Honest Ads Act, legislative movements to punish and regulate fake news have gained little traction in the United States because of the significant constitutional hurdles presented by the First Amendment. However, one state law targeting fake news appeared to have been quietly enacted. In March 2017, a California lawmaker introduced legislation targeting fake news, but abruptly canceled scheduled hearings. The proposed bill, called the California Political Cyberfraud Abatement Act, would have made it “unlawful for a person to knowingly and willingly make, publish or circulate on an Internet Web site . . . a false or deceptive statement designed to influence the vote.” The bill was tabled without a public hearing shortly after the Electronic Frontier Foundation publicly criticized it. Although it subsequently received no media attention, the California Legislative Information site recorded an amended version of the bill as being passed 40-0 in the California Assembly on September 11, 2017, and approved by California Governor Jerry Brown on October 12, 2017. The amended bill broadens the definitions of political cyber-fraud and political Web site to arguably proscribe legal freedom of expression protected by the First Amendment. Based on the EFF critique, the new law would likely face significant legal hurdles if challenged in court. As recently as 2012, the U.S. Supreme Court reiterated First Amendment protection for false speech in
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United States v. Alvarez, a case involving false claims about being awarded a military medal.\footnote{99}{United States v. Alvarez, 567 U.S. 709 (2012) (striking down the Stolen Valor Act, which criminalized false statements about being awarded military medals).}

In contrast, legislative efforts to punish fake news in China were among the first worldwide, with the country revising its criminal laws in October 2015. But the crackdown on rumor-mongering started even earlier, with the nation detaining bloggers in 2013 as part of its effort to maintain control over public opinion.\footnote{100}{Chris Buckley, \textit{Crackdown on Bloggers is Mounted by China}, N.Y. TIMES (Sept. 10, 2013), http://www.nytimes.com/2013/09/11/world/asia/china-cracks-down-on-online-opinion-makers.html.} More recently, in November 2017, Chinese President Xi Jinping authorized the military’s launch of a website where members of the public can report fake news.\footnote{101}{Chinese Military Sets Up Website to Report Leaks, Fake News, HINDU (Nov. 19, 2017, 11:31 AM), http://www.thehindu.com/news/international/china-military-sets-up-website-to-report-leaks-false-news/article20555153.ece.} Unsurprisingly, these moves were met with little public resistance and hardly attracted attention domestically and internationally. The government revised Article 291 of China’s Criminal Law to address particular types of fake news, but the language used was noticeably vague. The new provision targets anyone who “fabricates or deliberately spreads on media, including on the Internet, false information regarding dangerous situations, the spread of diseases, disasters and police information, and who seriously disturb social order.”\footnote{102}{China: New Ban on ‘Spreading Rumors’ About Disasters, HUMAN RIGHTS WATCH (Nov. 2, 2015), https://www.hrw.org/news/2015/11/02/china-new-ban-spreading-rumors-about-disasters.} Although further regulation of fake news garnered criticism from human rights organizations as restricting free speech, the amendments to China’s Criminal Law did not sound alarm among Chinese citizens living in an environment largely hostile to free speech. Similar to other countries discussed, China’s rationale for the regulation was geared toward ensuring internal stability within its borders.

III. Freedom of Expression as a Democratic Value in Modern Society

The importance of information in modern society is undisputed; as the Internet continues to connect the modern world in ways previously only dreamed of, existing societies have morphed into information states that rely on the collection and use of information.\footnote{103}{Jack Balkin, \textit{The First Amendment is an Information Policy}, 41 HOFSTRA L. REV. 1, 4 (2012).} Thriving democracies need information to survive; democracy requires that its electorate be well-
informed, and the “right to know” has become a standard that furthers the goals of governmental accountability and democratic self-governance. As Justice Hugo Black noted, “the widest possible dissemination of information from diverse and antagonistic sources is essential to the welfare of the public, [and] that a free press is a condition of a free society.” After all, a democratic government derives its legitimacy from the consent of the governed. For that consent to be meaningful, citizens must be informed not only about what their government is doing, but also about newsworthy events that may affect their daily lives, the behavior of individuals whom they may elect into political office, and the activity of nations around the world.

However, control over the flow of information must exist in a delicate balance. On one hand, democratic regimes must be careful to ensure that the fear of sensationalism, terrorism, or similar threats do not lead to overly-authoritative regulation that frustrates the principles of free expression. On the other hand, these same governments have a vested interest against the dissemination of information that may lead citizens down a disastrous path or pose a threat to national security. The freedom of expression (and with it the rights encapsulated in the First Amendment of the United States Constitution) is then caught in a battle over infrastructure and contrasting interests: there is a constant question of whether regulation is necessary and who, exactly, should be permitted to determine or apply any regulation.

The dawn of Internet speech has only complicated the matter. Where previously issues of speech and press existed on newsstands and at street protests, social media’s emergence as a formidable platform for speech has changed how the world communicates. It has also caused attorneys and legislators alike to question how existing law should apply to emerging media. Tech companies have considered this, too; because the First Amendment, in practice, covers a host of values that serve as the foundation
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for the social practices regarding free speech, at first blush, one might scoff at this, resting on the fact that private companies are exempt from much of First Amendment doctrine. However, when the vastness of Internet speech is considered, we see that the power to issue threats in favor of—or against—censorship in our modern information society rests not only in the hands of the government, but also—if not more so—in the hands of social media companies.

Before addressing those questions, though, the “why” of the matter must be determined: Why do we (or should we) be wary of such regulation—especially when we have seen multiple instances where online speech, including fake news, has wrought havoc on elections, individuals, and companies alike? The answer is simple: freedom of expression—be it online, in print, or spoken word—is a fundamental democratic principle that we cannot risk eroding.

In this section, we will examine the current democratic values through which we view the freedom of speech and expression, the “marketplace of ideas” theory and the concept of autonomy and democratic self-governance. Ultimately, we argue that the current models for fake news regulation are incompatible with these doctrines.

A. Marketplace Theory

Arguably one of the most well-known theories on free expression, the “marketplace of ideas” was first introduced into the First Amendment canon
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in 1919.\textsuperscript{118} Stemming from the work of John Milton and John Stuart Mill,\textsuperscript{119} the marketplace theory asserts that the answer to “bad” speech is “more speech”;\textsuperscript{120} specifically, the marketplace theory posits that through societal engagement with a number of ideas, the best and most truthful statements rise to the forefront and prevail over false or misleading speech. Thus, the marketplace thrives when multiple, competing opinions are expressed freely for broad audiences.\textsuperscript{121} This theory, supported by Justice Holmes’ famous dissent in 	extit{Abrams v. United States},\textsuperscript{122} lifts the freedom of expression to that of a fundamental right based on its ability to lead us to the discovery of truth.\textsuperscript{123}

However, the marketplace theory is often critiqued as flawed for several reasons.\textsuperscript{124} First, in some instances, the oversimplification of information can lead to a gross misunderstanding (or understatement) of the issue at hand. In other instances, truth becomes one of many factors or social values that go into the debate; a powerful argument can persuade the masses over a truthful one where it best suits the popular argument. Another critique of the marketplace centers on desirability and agreement. The marketplace can allow truth to be determined by a consensus; where many voices are permitted to chime in, consensus over agreeable statements (i.e., those which support a particular viewpoint) may triumph over facts.

When considering the marketplace theory in the fake news debate, it is easy to dismiss its importance because of these critiques. In fact, it can be argued that when it comes to online speech—such as fake news—the marketplace provides an excellent foundation for the right to free expression with little instruction on how to adapt it for the changing forms of speech.\textsuperscript{125}

\textsuperscript{118} In 	extit{Abrams v. United States}, Justice Oliver Wendell Holmes stated in his dissent that, “[W]hen men have realized that time has upset many fighting faiths, they may come to believe even more than they believe the foundations of their own conduct that the ultimate good desired is better reached by free trade in ideas—than the best test of truth is the power of the thought to get itself accepted in the competition of the market . . . .” Abrams v. United States, 250 U.S. 656, 630 (1919). Since then, the phrase and concept of the marketplace has frequently been used in U.S. Supreme Court jurisprudence. See Citizens Against Rent Control v. City of Berkeley, 454 U.S. 290, 295 (1981); Central Hudson Gas & Electric Corp. v. Pub. Serv. Comm’n of New York, 447 U.S. 557, 592 (1980); Red Lion Broadcasting, Co. v. FCC, 395 U.S. 367, 390 (1969).
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When the marketplace theory was developed, there were far fewer individual voices contributing to the conversation. In a society in which allegiance to political belief may trump fact, how can the marketplace theory thrive if truth can be determined by consensus?

The answer ultimately comes from the marketplace itself. As the effects of fake news are felt worldwide, people are springing into action to combat it by using their own speech. As discussed in Section II, supra, private organizations and individuals have volunteered time and energy to provide information and platforms that combat fake news in the marketplace. In the same vein, major players in the legacy media—along with reputable emerging media sources—have launched their own fact-checking platforms that help readers decipher certain statements in real time, closing a gap that fake sources often rush to fill. Social media users, too, are prone to call out “fake news” through comments on the shared fake news content of other users or by providing factual information to correct the posted falsity. Although this method is not always successful, the truth is reiterated in the marketplace, allowing it to gain traction. These steps toward truth help clarify the ever-blurry line between fact and opinion, reiterating that the public can, in fact, be trusted with the “discrimination between truth and falsehood” as Thomas Jefferson once put it. Even on the smallest of scales, the marketplace tends to correct itself—even when the odds are against it.

B. Democratic Self-Governance

Another popular theory on free expression, democratic self-governance takes the focus away from the cacophony of the masses and draws focus to the individual’s personal views of his or her role in society. Under this theory, the freedom of speech serves as a necessary part of democracy in that it allows citizens to engage in and consume speech that helps shape their personal ideologies and actions. The self-governance theory was famously championed by American scholar and philosopher Alexander Meiklejohn, whose 1948 text on the theory remains a bulwark for the freedom of expression. The self-governance theory maintains that citizens must have access to all information deemed pertinent to their decision-making, including access to data, opinion, records, criticisms, or similar. The theory posits that because citizens of a democracy are, indeed, its rulers, then
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nothing should inhibit the free-flow of information; rather, channels for expression should be open to all views in order for citizens to hear and understand all sides of any given issue so that they may “vote intelligently.”  

In a fiery concurrence, Justice Louis Brandeis launched this theory headlong into First Amendment doctrine in 1927. Noting that the freedom of speech serves as the ultimate bedrock of democracy, Brandeis stated:

[T]he final end of [a] state was to make men free to develop their faculties, and that in its government the deliberative forces should prevail over the arbitrary . . . that freedom to think as you will and to speak as you think are means indispensable to the discovery and spread of political truth; that without free speech and assembly discussion would be futile; that with them, discussion affords ordinarily adequate protection against the dissemination of noxious doctrine; that the greatest menace to freedom is an inert people; that public discussion is a political duty[].

Thus, Brandeis reiterated that the “intensely individualist” role of speech is a necessity for a healthy citizenship.

Because the freedom to speak is an “indispensable means” of the discovery of political truth, it follows that the self-governance theory affords the greatest protections for political speech. It also provides broad protection for speech concerning government officials, primarily because the criticism and election of public officials is perhaps the “most common form” and effective method of political activity and self-awareness. Because the government responds to the will of the people, Robert Post argued that “individuals from diverse traditions and communities must attempt to communicate with each other if they wish to participate in that dialogue
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which will ultimately direct the actions of the entire nation.”\textsuperscript{136} Considering this, the self-governance theory of free expression seemingly bolsters the argument against the regulation of speech and content—even fake news content.

A major point in the argument against fake news stems from the fact that it plays a proven role in the political process.\textsuperscript{137} However, those who share questionable news content from fake news sites do so frequently as a method of promoting a specific factual view. For example, referring back to the “Pizzagate scandal” from Section I, supra, the fake news story that ultimately started the rumor stemmed from a group of citizens who opposed the democratic presidential platform based on personal political beliefs.\textsuperscript{138} Although the outcome (and rumor) are decidedly farfetched and volatile, the rush to share and post the story on social media can be attributed to the political effect of the story rather than then source. Because reports of this nature affect the citizenry’s understanding of the political climate (and actions or motives of certain political factions), censoring this sort of content hinders the doctrine of self-governance in free expression. Rather than jump to a regulation of questionable speech, we must first allow this principle to work. For an individual to embark on the “discovery of truth,” he or she must be afforded the chance to see and hear all potential arguments, opinions, facts, and thoughts on a significant matter.\textsuperscript{139} Only after one has had the chance to sift through the available information—no matter how bizarre—can one determine what is pertinent and true so that he or she may “vote intelligently.”\textsuperscript{140}

Attempts to enact legislation or regulations that curtail the flow of free information frustrate this theory of self-governance. Regulation inevitably stifles certain opinions, regardless of their truth or falsity, hindering the political conversation. It also opens the door to further regulation that may affect other forms of speech; because the “fake news” label has expanded to encompass numerous types of undesirable, or “fake” content,\textsuperscript{141} and because so much of the fake news debate rests on the opinions and beliefs of readers—which are, in many cases, immoveable—regulation risks subsuming content that citizens need to properly form their own personal views. To maintain the
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crucial idea of self-governance, we must seek methods that bolster the citizenry’s ability to digest information rather than eliminate a channel of expression. The risks of regulation are simply too great; rather than place limitations on the political and expressive content available to citizens, we should consider arming them with the skills to hone their ability to engage in democratic self-governance.  

IV. EDUCATION VS. REGULATION: THE IMPORTANCE OF A LEARNED CITIZENRY

More than ever, challenges to freedom of expression increasingly threaten the fabric of our societies. As part of the Knight First Amendment Institute’s Emerging Threats series, law professor Tim Wu recently argued that changes in the expressive environment have decreased the scarcity of speech and placed greater emphasis on attracting the attention of the audience. As a result, he argued, the emerging threats are the ones that target listeners directly while undermining speech indirectly. Wu correctly identified variants of fake news as being chief among these emerging threats. Like Wu, we argue that the First Amendment alone cannot protect our democracy from these emerging threats. In fact, as the pace of technological change quickens, our legal system’s ability to legislate meaningful change only lessens. Instead, we believe education—rather than regulation—to be the key weapon in the war against fake news. We are not alone; a number of the proposed solutions emanating out of Yale University’s Fighting Fake News workshop favor various aspects of education over regulation.

As the workshop drew to a close, nearly all participants agreed on one overarching conclusion: that reestablishing trust in the basic institutions of a democratic society is critical to combat the systematic efforts being made to devalue truth. In addition to thinking about how to fight different kinds of “fake news,” we need to think broadly about how to bolster respect for facts.

At the outset, this education must include both content consumers and creators. Although media literacy is key to helping audiences evaluate the content they consume, better education of content creators—at all levels of
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schooling—is also essential to the role of truthful content in a democratic society.

Certainly, we do not believe these concepts to be novel in their nature—educators have, for years, called for greater curricular emphasis in both areas. More recently, though, it seems that society believes our “digital natives” arrive on the scene fully equipped with the skills they need to navigate the information-rich world in which we live. Unfortunately, nothing could be further from the truth. Anecdotal evidence from teachers’ organizations, librarians’ associations, and scholarly research from various corners of the world suggests our young people are in need of media literacy just as their parents’ and grandparents’ generations did. These warnings correlate with Danah Boyd’s 2014 book, *It’s Complicated: The Secret Lives of Networked Teens*, where she argues we falsely assume that digital natives understand the influences of technology on their lives and identity development. But where do we start? And what kinds of lessons will help stem the tide of fake news?

A 2016 study by researchers at Stanford University found that students—ranging in age from middle school to university, enrolled in poorly funded public inner-city schools and posh suburban private schools, having matriculated to large land-grant public universities or selective almost-Ivies—“are easily duped” online. The study, which collected more than 7,000 responses, asked students to undertake a series of age-appropriate online tasks aimed at evaluating their media literacy, such as distinguishing an ad from a news story, understanding that a chart contained information from an advocacy organization or evaluating the source of a website that presents only one side of a controversial issue. Their findings were troubling: More
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than 80 percent of the middle school students could not distinguish the ads from the news stories online. Forty percent of the high school students believed an unlabeled photo of deformed daisies on a photo-sharing platform supported a headline claiming to have evidence of toxic conditions near the Fukushima nuclear plant in Japan. Nearly all of the results suggest the same conclusion—digital natives do not have the skills necessary to evaluate information and separate fact from fiction.

A recent opinion piece in The Hindu came to similar conclusions, asserting the global need for media literacy in schools. It noted the lack of media literacy programs in schools: “Unfortunately, media education has been the concern of only some NGOs and not educational institutions. In the past few decades, media education training programs were conducted only by some social action groups that were involved in creating awareness among the general public about media.”

Moreover, many organizations now include both the creation of media content as well as the consumption of media content as a fundamental aspect of media literacy. The National Association for Media Literacy in Education concludes that media literacy includes “the ability to access, analyze, evaluate, create and act using all forms of communication.” Similarly, Common Sense Media suggests citizens must know how to “think critically,” be a “smart consumer of products and information,” identify “point of view,” “create media responsibly,” understand the “role of media in our culture” and identify an “author’s goal.”

Professional groups, including the Alliance for a Media Literate America and the Association for Media Literacy, emphasize the need for continued media literacy education to develop informed and responsible citizens. Many media literacy educators agree on a core set of principles—advanced by researchers in the field—that citizens must understand to function effectively in a democratic society. Among them:

- Media are constructions
- Media representations construct reality.
- Media have commercial purposes.
- Audiences negotiate meaning.
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Each medium has its own forms, conventions, and language. Media contain values and ideologies. Media messages may have social consequences or effects. These principles focus not only on the informed consumption of content—a citizen’s role as an audience member—but also on the responsible creation of content—the digital citizen’s role as a member of the media.

V. CONCLUSION

The passage of time has not eradicated the production of fake news in our society, and it is equally unlikely that the passage of laws regulating fake news will either. History suggests that citizens were once able to adequately separate fact from fiction—clearly recognizing that it was unlikely a renowned astronomer has spotted giant “man-bats.” Instead of attempting to legislate against fake news—a daunting task in the face of rapid technological change—society’s greatest efforts must be focused on educating citizens so they can identify it. Doing so will uphold the principles of free expression, prevent the spread of fictitious content, and could even encourage more citizens to undertake some of the private sector efforts discussed above to combat fake news—either by identifying and alerting others to its existence, participating in fact-checking efforts or even responsibly creating their own content to add to the discussion. As Justice Louis Brandeis said, “If there be time to expose through discussion the falsehood and fallacies, to avert the evil by the process of education, the remedy to be applied is more speech, not enforced silence.” In the battle against fake news, we have to overcome falsity with fact—not turn to censorship and regulation.
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